
1. I Systems of Linear Equations
+

we will dive into the math and agree upon

Some language . Application come Soon
. . .

⇐ Consider the following system .

× + 2T = I } system of 2eq .

in 2 unknowns
3×+4 y

= - I J
x Ky

Ca ) Is Co , o ) a solution to the system ? what about C 3
,

- D ?

o ( o
, o
) is not

,
b/c Ot 2 Co ) =/ is Not true

.

° ( 3 ,
-1 ) is not

.

It is a
solution to the first

,

but not both .

(b) Find all solutions to the linear system

Weuseeliurinatiorr

° Idea : transform the system into an easier

System by
"

eliminating
"

some variables
.

equivalent : same solution set

×t2y =/ f
X c- 2-1 = I Xt 2y = I

~
~

these ( 3×+4 Y = - I
- 3. r ,+rz→rz Ot -2-1=-4

- I q→r ,

Y = 2

imply
other 0

- 3×-64=-3
tegrueations AND §

- 3 x - Gy =-3 C- 3r , )

+ 3xt4 C re )

O - 24=-4 ( -3 ritrz )



° now
"

back substitute
"

to find x

there is only I solution : Y
,
I -23 or f3⑦

(c) Interpret the solution set graphically .

° Solutions to xt2y= I are the points on this line
.

h Ll L
y

' ' 3×+4 y
=

- I " " "

O Ll

• Thes
,

the solutions to the system ,

lie on

the intersection of the lines
.

Graphicalinterpr_etationo@i.m

13

when manipulating linear systems ,
we do not

want to change the solution sets
.

What are

the allowed operations ?



Det Elernentarypowoperation ( see book too )
1. ( Replacement ) Replace a now by itself plus

any multiple of another row
. ritcrj → ri

2. ( Interchange ) swap any two rows
. re. ← rj

3. ( Scaling ) Multiply any row by a montero number
. Cre . → ri

c to

* In first example ,
we used replacement and scaling .

* If one system can be transformed into

another using a series of row operations
,

we say that the systems are rowequiualeut

Theorem
-

If two systems are row equivalent
,

then they have the Same solution set
.

Matrix Notation
#

Let's do this by example .

EI Convert the following to augmented matrix form
⑧

and then solve
.

Xi - 3×2 = 5

- X , t Xz t 5×3=2
XL c- Xy = O



f
book does not use

to ? ¥
. .
.to it

⇒ I : I Ii
.
:]7-

Ether ,
[ '

g

-

II ! :]7-
±¥ . I : ? I : :]

Thus
, original system is row equivalent to

X
, -3×2 = 5

Xztxz =

0×3=1

Now
,

we can back substitute
.

Xz -

- I

Xz= - Xz = - 1
SO

,
only one solution '

. fz
X
,

= 5 t 3×2=2

Q '

. Can you interpret this problem geometrically ?

A : There one 3 planes and we are looking for

Common points of intersection

usegeogetsra.org



How many solutions can linear systems have ?

I

Think geometrically . In the case of 2 variables

we are thinking of something like
. . .

X + 2y = I
OR

Xt y =/

3×+4 y
= - I

-

X t 2y = 2

- X t 3 y = 7

Then
,

the question about solutions is the
Same as asking about where the lines

simultaneously intersect
.

What are the possibilities :

• intersect in just one point ( like the one on left )

o they have no common points of intersection

-

eg .

the one on left

-

e.g . parallel lines
• they have infinitely many points of

intersection

-

e.g .

two lines that are the same

- e . g .

with 3 variables
,

we could have

2 planes intersecting in a line
.



Summary Linear systems must have 0
,
I
,

or

as . many solutions
. If it has at least I

, we

Say the system is consistent
. otherwise

, it#

is inconsistent .

Exe Determine if the following system is consistent
.

X t y = I

X t 2 y = 2

- X t 3 y = 7

II. 's :# I too : ! :
.
I : : ":3

X t y =/
so system is row equiv .

to Ot y =/

Inc+°t
no solution !

Q '

. Can you interpret this problem geometrically ?

A : There are Three lines with no common point

of intersection .

usegeogetsra.org



Ee Find all solutions to the system

2x - y -13 2- = 4

god

2×+3 y - Sz = o } 245 -

in 3 unknowns

I : is .
's : :3 - i :

-

:
.

: iii. . ] - c :
'

ii. :3

2x - y t 3-2=4
→

X = I - E Z t 2 X =
- I ← + ez

y - zz = - I
-

y = zz , ,
⇒ y=z,

-2 is free

parametric form ?
- every choic @ for I

{
X =

- k t t 32 yields a
different solution !

y=2t - I

-
Z = t what does this

represent geometrically ?
t is any number

Q '

. Can you interpret this problem geometrically ?

A
'

.
There are 2 planes that intersect in a line

.

usegeogetsra.org



t.ZRowReductiorIEchelonfor.ms
-

Goal : Develop an algorithm for solving linear systems
.

Suppose you
know

. . .

"÷ : : :S . " : iii. Hii :

which is easiest to solve ?

2^9 is not bad Xi = - 2

3rd is easiest
I ×2

= - I

× z =3

Echetonforms

Handout



01 – Row Echelon Form
Definition: Row Echelon Forms

A matrix A is in row echelon form (REF) if

1. all nonzero rows lie above any rows of all zeros;

2. the leading entry (from the left) of each nonzero row is strictly to the right of the leading entry
of the row above it.

If, additionally, A satisfies

3. the leading entry (from the left) of each nonzero row is a 1 (called the leading one);

4. each leading one is the only nonzero entry in its column

then A is in reduced row echelon form (RREF).

1. Determine if each of the following are in REF or RREF.

(a)

2

4
1 2 3 0
0 1 3 1
0 0 0 1

3

5

(b)

2

4
1 2 3
0 2 5
0 6 7

3

5

(c)

2

4
1 0 1 0 7
0 0 0 1 3
0 0 0 0 0

3

5

(d)

2

4
0 0 0 0
0 1 0 1
0 0 0 1

3

5

(e)

2

4
0 0 1
0 7 6
2 3 4

3

5

(f)

2

4
3 0 1 6
0 2 4 3
0 0 1 3

3

5

1



Definition: Elementary Row Operations

An elementary row operation on a matrix is any of the following.

Replacement: add to one row any multiple of another row (cri + rj ! rj)

Interchange: interchange two rows (ri $ rj)

Scale: multiply a row by a nonzero scalar (cri ! ri)

2. Look back at the matrices in the previous example.

(a) For each matrix that was not in REF, find a sequence of elementary row operations that could
be used to transform it into REF.

(b) For each matrix that was already in REF, find a sequence of elementary row operations that
could be used to transform it into RREF.

2



Rowreductionttlgorithr

H0 all ( see next page )

Determine how many solutions the corresponding
Systems have

O '

3
i

O 3 Cc ) [
"

Oo & '
z) as -

many" LIE ii. a) ① to
0 I

[ consistent

G I '

3 with free
(b) {

"

of Oo iz ) None variable
, ①

J
pivot in last column

So inconsistent

Ex ( From WEB work )

For what value of K is the linear system inconsistent

ii. : ÷ Has

I 's :÷ : nisi .÷÷¥c: :÷ .

inconsistent if and

only if Kt 36=0 /k=-3



02 – Row Reduction
Strategy: Row Reduction

To transform a matrix to REF or REF, use the following algorithm.

1. Find the leftmost nonzero column—this is called the pivot column.

2. Choose a nonzero entry in the pivot column—this will be called the pivot. If necessary, use

interchange operations to make sure the pivot is in the top row.

3. Use replacement operations to create zeros below the pivot.

4. Cover up (or ignore) the row containing the pivot, and repeat steps 1–3 on the smaller matrix

below. Continue repeating until there are no more nonzero rows to modify.

At this point, the matrix is in REF. To transform to RREF, continue with the process below.

5. Beginning with the rightmost pivot, working up and to the left, use replacement operations

to create zeros above each pivot. If a pivot is not 1, use a scaling operation to make it 1.

At this point, the matrix is in RREF.

1. Row reduce the following matrix to RREF, and determine if the corresponding linear system corre-

sponding is consistent or not.

A =

2

4
1 3 5 7

3 5 7 9

5 7 9 1

3

5

1

REF

to to j
I

¥÷¥:Ho÷÷÷÷⇒ .

i
→

RREF

corresponding X
,

- 43=0

system is Xz -12×3=0

0=1 So inconsistent



2. Solve the following linear system by reducing the corresponding augmented matrix to RREF.

x2 + x3 = 2

�3x1 + 2x2 = 4

x1 + x3 = 1

3. Solve the system given in augmented matrix form as

2

4
1 �7 0 6 5

0 0 1 �2 �3

�1 7 �4 2 7

3

5

Definition: Basic and Free Variables

If A is the augmented matrix of a linear system, then

• the variables corresponding to pivot columns are called basic variables, and

• the variables corresponding to columns with NO pivot are called free variables.

Theorem: Existence and Uniqueness Theorem

• A linear system is inconsistent if and only if the RREF has a row of the form
⇥
0 0 · · · 0 b

⇤

with b 6= 0.

• If a linear system is consistent, then it has infinitely-many solutions if and only if there are

free variables.

2

'

⇒ no :* : .si I
~ % : : ⇒ It :3

× 3--3

variables
basic1¥71

! Friable s

¥÷÷¥e÷÷÷ :
x. s . . . . .

④ - 7kt 6×4=5 4--5+7×2 - 6×4
¥§÷÷I5¥2

⑤ - 2x y a - 3 113=-342×4
→
solve for basic variables in terms of

free variables



Ltsuectorequations
-

Goal : to have some other ways to view linear

Systems .

Notation

• 112 denotes the set of real numbers
.

[
in linear algebra ,

these are also called scats .

• 1122 denotes the set of 2×1 matrices
[ called

e
. g . [ I ] , It . ;

' ] ( column vectors

✓ C or just vectors )

• IR
"

denotes the set of nx I matrices
-

Operations
"

① scalarmultiplicati# ( by example )

• a II I -

- t 's :]
• e [ :;] = &

② reata ( by example )

. f 's ] -e I :] -

- fi . )
. [ a

. ] . (b) = I " " ]92 be aztbz



EI [ 22 ] ,
I = [ I ) .

Graph it , I ,
5+5

, 34 .

think
-

i :3 -

-

parallelogram
rule for addition

'

•¥oI

.

Xi

Exe Let I = [33,5--13] .

① compute - 3W
, uz .

→ I :] . I :3 = go . ]
nation

y
hector eq

② can you
solve X T

,
= [ I ] for x ?

"

⇒ ii. ⇒ I
.

no solution !

Graphically

XT ,
lies on

the line through to
,
o ) and

C - 2,2 ) . ( See picture above
. )

But C is 5) isnt on this line
.

No Solution !



③ Can you
solve x , T txzvz = [ 's ] ?

xiitxzvz =L 's ] ⇐ [3×7]+[3×7]=1 's ]
- 2x ,

t 3×2
⇐ fax

,
+ ox . ] -

- L 's]
( =) - 2X ,

t 3×2=1

2X ,
t 0×2=5

1781 's I - to :L :] - t : :L 'S-
. toil :3 . c : :L

":3 Ii : ¥

BE Fact A vector equation x. Jit xztzt . - it xnTn=J
•

important
has the same solution set as the linear system

with augmented matrix [ I Tz . . . Jn I ]

1st co
# su ,

T
2nd Col is y

- . .

Ee make up
a linear system . Then write an equivalent

vector equation -

4 x ,
- Xz = 7

x ,
- xz -1×3=0 m x

, [! ) + Xz ) t x > & )=§ )
3 Xz

- Xz = I

Linear
combination S

I



Det If Tv , . . . ,Tk are in R
"

, them for any scalars cc , . . . , Ck in IR
,

the new vector civet - - - t cute is called a linearCombon

of VT , .
- -

,
Tia with weights a , - - - i Ck .

Ee Let T= II ) iv. -
- [ Is ) , 5=1 ! ) .

① write 2 different linear combinations of Tityus .

Many possibilities , e.g .

Ive t2uat3uz= (Iq]

② Is [ I ] a tin
.

comb
.

of Ji , Jziuz ?

Yes ! [
'

I ]= - Ivie covetous

③ Is [ II ) a
tin .

comb
.

of Tik ,J3 ?

. . .

is there a solution to xiutxzuztxsu ,
= I II) ?

HE :L It : it Into :O :

Ina
-

EI Describe the collection of all linear combinations

of [ 3 ] algebraically and geometrically .

§ Algebraically Geo-tri teeming ,

i x =L's :] i÷ Tgs
"

As

O c -3,3 )for any x in R



T 3

EI Show that every vector in IR is a linear

§µ combination of Ii -
-

f- }) ,
E- foo) ,

a dis = µ) .

Spare

Def The collection of all possible linear combinations

of T
, , . . .

,
VI is written span ST , . . . ,VI }

.

It

is called the subset spanned by 5 , . . .

, Tk
.

Ee we have seen that

-
① span 9 II ]

,
[ %) ,

3=1123
. Lseepreu .

example)
o

§µ ② Span { E3 ] } can be described as

the subset of R2 lying on
the line through

( 0,0 ) and ( - 3,3 ) .
( see example 2 back )

③ II ] is not in span { III. LET if ] } .

( see example 3 back )
b-

EI Suppose you
want to determine if [ I

, )
AT AT

is in span {f I ] , [§) } .

what is the process ?

Thinking to self
. . .

need to determine if

x. f.'g) t x. I %) =L.

! )
AT

has a
solution .

I I



① create the augmented matrix [ at ai I ]

I : :* ,
② Row reduce and solve the corresponding system .

° I is in span { 5,523 if there is a solution .

° otherwise
,
5 is not in the span .

Geometric interpretation of span
⑧

① Assure T
, to

. ② Assume I # 0,540ANDIis not in Span fu ,
}

,

,
- -

-
-

-
.

Span IT , } is all vectors
spam go , ,uT3 is all vectors

on the line through
on the plane determined

J
, and the origin by T

, ,T ,
and at

.

Q : what if Tv -

- o ? Q : what if is is in Spang -43



I .4TheMafrixEguationAx#

God : another C important ) view of linear systems

-
. .

first
,

the beginnings of matrix multiplication

HO-⑦ Det MVP
,

# I ( see next page )

EI Rewrite the linear combination as a matrix -

vector product .

x. I :3 - ix. t.it ' =L .

'

: ! I;) . 1¥;]
Notice that the following problems all have

the same
solution sets

.

① Solve ② solve

xitzxz - X 3=4
× , [ ' o ) .ca#g)txsfj ) = I it )

- 5×2+3×3=1

①
'

Solve
③ solve x

[ ' z - '

It ) I 12
.

- ' ) . =LY ]
O - g- 3 I O - s 3 xz

H0-⑦ theorem I ( pg z ) ( See next page )



03 – Matrix-Vector Products
Definition: Matrix-Vector Product (MVP)

Suppose that A is an m ⇥ n matrix, and let x =

"
x1

...
xn

#
be in R. Let a1, a2, . . . an be the columns of

A. Then we define the product Ax by

Ax =
⇥
a1 a2 . . . an

⇤
"
x1

...
xn

#
= x1a1 + x2a2 + · · ·+ xnan.

1. Compute the following.

(a)


1 2 �1
0 �5 3

�2

4
4
3
7

3

5

(b)


1 2 �1
0 �5 3

� 
4
3

�

(c)

2

664

7 �3
2 1
9 �6

�3 2

3

775


�2
�5

�

1

typo
!

÷
O

# must match !

⇒

. . ⇒ + at :S -
. ④

2×3

do a
't na

t oh

un defined

I
match !

" "

" '

.
. .

. s =t



Theorem

Suppose that A is an m⇥ n matrix, and let b be in R. Let a1, a2, . . . an be the columns of A. Then
each of the following have exactly the same solution sets.

• Matrix equation: Ax = b

• Vector equation (with columns of A): x1a1 + x2a2 + · · ·+ xnan = b

• Linear system (as an augmented matrix):
⇥
a1 a2 . . . an | b

⇤

Theorem

Suppose that A is an m⇥n matrix. Then the following are logically equivalent. (If one is true, they
all are; if one is not true, none are.)

(a) For every b in Rm, the equation Ax = b has a solution.

• In other words, the system with augmented matrix
⇥
A | b

⇤
always has a solution.

(b) For every b in Rm, b is a linear combination of the columns of A.

(c) The columns of A span Rm.

• In other words, if a1, a2, . . . an are the columns of A, Span{a1, a2, . . . an} = Rm.

(d) A has a pivot position in every row.

2. Determine if Ax = b has a solution for every choice of b in each case below.

(a) A =

2

4
1 �3 �4

�3 2 6
5 �1 �8

3

5

(b) A =

2

664

1 2 3
�5 6 11
3 �4 �2
3 0.5 0

3

775

2



whenis-hx-5consistentforo.lt#

Thus far we have asked something like

Is fi , -59 ] fit :] =L3 ] consistent ?
X3

Now ,
we 'll ask ←

AI -

- b-

X ,

Is [ I Is I ]fxz) = I } ;] consistent
X3

for every choice of b.
, bz ?

Let's explore this .

In this example ,

I
A 5

x

a is as . Its :3 ⇒ ? I !i÷It⇒rree
is consistent for all b-

all b-

⇒ pig - it : I
is consistent for

all b-

So
,
it is consistent for all b-

=

b/c pivot in each row

of coeff.in#trix
A

X ,

But
,

what if it had been [ '

,

- j 8) f xz) -

- I }:) ?
- X 3



[ ;
- ; :3 iii. 3--13.3 ⇒ Ei 's 815 :] ) . "
is cons is consistent for

all b-an
pig

tent for

-

goofiness )⇒

is consistent for

all b-

so
,
it is NIT consistent for all b-

b/c there is Nota pivot in each row

of coeff.in#trix
A

HO Theorem 2 C ps2 ) , # 2 ( see 2 pages
back )



1. 5 Solution Sets of Linear Systems
-

Homogeneoussystenrs

Det A linear system at the form AI = I

is called hS .

* Notice that homogeneous systems are

always consistent : 5=8 is always
a solution

.

-

( called the trivial
solution

* A homogeneous system has a non trivial

Solution precisely when there is at

least one free variable
.

Patrice on Sets

EI Show that the following homogeneous

system has nontrivial solutions and

describe the solution set parametrically .

3. x ,
e 5×2 - 4×3 = 0

- 3 X ,
- 2×2 t 4×3=0

6 X ,
t Xz - 8×3 = O



Observe that

l÷ : I :p . . - Poo :&'s :]
X
,

- 4/3×3=0 X ,
= 4/3 Xz X

,
=4/35×2=0⇒ Xz = O ⇒ Xz = O for S

Xz is free Xz is free Xz = S in IR

(
,
iectorform

* 1¥;] . T=sl so

Solution set is

I=s/Ls
Notice :

* there are as - many solutions
.

* the solution set is represented by a line !

* the solution set is span { 14? ] } .



LI Describe all solutions to AT =0 in

parametric vector form
, assuming that

I - 4 - 2 O 3

A -188 ;
- go, ]

O O O O 0

Now ,

I - 4 O - 14 o

Ho ] 88 -

log )
O O O O O

Xi 4×2-2×4 S - 2T 4s

÷÷÷÷÷⇒*¥ .tt#H:H-:
X s

= O

4 - 2

so x=s§)tt/p)Csiti
O

* solution se " e ( in
4 - 2

* solution set is span { %) , ! ) }
° I

OR s ,
and Sz ( as in WEB Work )



Solutions to Nonhomogeneous Systems
-

Ee Describe all solutions to AI=I in

parametric vector form where

3 - 4 5 0

A-=/ -3 4 - 2
3g) and b- = I I ,)

6
- 8 I -

As before
, observe that

3 - 4 5 0 7

af . a - asf . fr . . . - II
-

"

II I :o)
6

- 8 I - 9 - 4

X. = - I + 4/3 Xzt 5/3×4

s ,
- ⑦ free

Xz = 2 - Xy

÷÷÷÷" "

ti :tsi:ti
-

I I
these are all

F
solutions to

* The solutions to AIFB
are

of the form AT -

-
J

It Th where Tu is a solution to A I -_ 0
.



* Graphically the solution set is a plane through

the origin shifted by the vector I

theorem Suppose that AE --5 is consistent

and that I is any one particular solution
.

Then the set at all solutions to AT -

- b- are

the vectors of the form I = It In where Th

is any solution to the homogeneous equation

A- I -

- I
.



1. 6 Applications
-

Several applications one presented .

we

will only look at network flow
.

H see next page .



04 – Applications

1. The network below shows the approximate tra�c flow in vehicles per hour over various one-way
streets in downtown Sacramento near the capitol building.

300 300
x3

500 300
x1

300

200

x2

100

x4

L Street

J Street

10th Street 12th Street

Capitol Building

(a) Determine the general flow pattern.

(b) What is the smallest possible value for x1? Why?

(c) Suppose that x4 = 150. Determine the values for the remaining roads.

1

Main Idea :

Flow in = Flow out
A c

at each intersection .

A Xz C- 300 =

Xz t 200

B D
B X , 4300 = Xz t 500

c X y t 100 = Xy t 300

D x y
t 300 = X

,

i÷÷÷t÷÷n÷÷÷÷i÷÷i÷÷÷i÷÷i
Xi = 300-1×4I O O - I 300

Xz = I 00-1×4to:÷i÷t÷÷H÷ : . = . " .

Xy free

• X
,

3300 b/c X 470

X ,
= 450

Xz=
250×3=350



1. 7 Linear Independence
-

EI Consider the vectors
.

.

T -

- I :o) , oil ? ) ,
5=17 's)

.

(a) How many possible solutions one
there to

X
,
VT t Xz Tz t Xz VJ = I

Airs There is at least I
,

since it is homogeneous .

This Ioros-man#

(b) Determine if Xc T , txzuztxzvz = J has

a nontrivial solution .

III. ¥1 :o) ¥ :] : :
" es

solution which

must be 5=8
.

This
,
in this case , there are no

nontrivial

solutions
.

Det The vectors I , Tz ,
. . .

,
Tia are

called linearly

independent if x
,
T
, txzuz t - . . txkvk has only

-

the trivial solution .

If it has a non trivial

Solution
,
they are

called linearly dependent .

-

Ey the vectors in the 1st example are linearly

independent .



EI Show that the following vectors are linearly

dependent and find a linear dependence relation
.

3
-

- 4 5 o

I
, = µ) I VE (4) I V3= ( - 2) , 04=1 3)

-6
- 8 I - g

* Need to find a non
trivial Sol .

to x. Jctxzvtxzvj -1×454=5

3 - 4 5 O o ① - 413 O - 513 O

| - z 4 - 23 )§ § 0 o ① 1/0)
G - 8 I - 9 O O O O

o

0×1=4/3×2
t 5/3×4

we
need 1 nontrivial

Sol . , so let 's pick
Xz free →

×z=
I
, Xy =L

.

Thus

X3= - X4

zq+Jz_T3tJ4Xc
,

free

EI In the previous example ,

how could we have

known that I , 52,53 ,
Ju

, were
L

.

D
.

without

doing any
work ?

Note : the coeff
.

matrix of the system

3 - 4 5 O o

| - 3 4 - 2 3)§
G - 8 I - 9 O

is 3×4 so
not every

column of the coeff
.

can
have a pivot .

Since the system is

consistent L b/c it in homogeneous )
,

there

will be at least one free variable - hence

nontrivial solutions
.



Theorem fi
-
e

- if more vectors than length of vectors

- Suppose that it , . . . .TK are vectors in IR
"

.

If k > n
,

then it , - . .

,
I must be linearly

dependent .

* If Ksn
,

the vectors may or may
not be L

.
D

.

← in previous example it , VI are still L
.
D

.

Another observation . . .

theorem If at least one
of I , . . .

, Jk is the E

vector than they are L .

D
.

* why ? Suppose uT=o .

Then ,
I - it tout - . .

tote =E
.

Linear Dep .

for I or 2 vectors
#

They one vector I
,

is linearly depend
if and only if

. . .

T
,

= I
.

pet
not

O

¥ = ⇒ i
.

-

- o

÷

* complete the Sentence : I is L
.
I

.

iff
-

* Geometrically : it is L
.

I
-

iff span 353 is a line .



theorem Two vectors it , Tz one L
.

D
.

if

and only if
. .

.
one vector is a scalar multiple

of the other
.

PI Suppose x. , Xz are not both Zero but

X
,
I
,

t Xz Tz = I
.

If x. to ,
then malt .

both sides by xi
'

,
we get

¥
,

it
,

+ ¥
,

E- E ⇒ it
,

= - ¥
,

I

⇒ T
,

is a scalar malt
.

of To
.

similarly ,

if xz # o
,
I is a multiple of I .

Also ,
if one is a multiple of the other

( e.g .

I
,

= c Tz ) ,
then I , Tz are L

.

D
.

( e
. S .

Iv
,

- CUT = E ) . if and only D
← if

* Geometrically : I ,
Tz are L .

I
.

iff Span { I , Tz }

is a plane ( not a line or point ) .

* If we
have more than 2 vectors a similar

argument shows that we can always

write one of them as a linear comb
.

of the others
.

theorem Vectors To , . . -

,
Jk are L

.
D

.

iff

at least one
of the vectors is a linear comb

.

of the others ( i.e
.

if one vector is in the

subset spanned by the others )
.

* complete the Sentence : T ,
. -

.

, Tk are L
.
I

.

i fd
-



EI Determine if the following are L
.

I
.

" '

To
, ] . I :3 .

" t 's ) Ii :)
- 2 I 4

④ b/c I is included ④ b/c -2T = Tz

a t.si ④ III. list .

6
,

I .÷÷l%H÷:L :D II :# % to :* Ho
. nie :* :o)

No free var . ⇒ only trio
.

Sol
.

No free van . ⇒ only trio
.

So I
.

⇒ ⇒

c. % . is:o)

4 vectors in IR ? 4>3 so must bet

( there will be free variables )

Often Lin
.

in d. / deep .
comes up when talking

about the columns of a matrix
.

Notice that
. . .

theorem The columns of A are lion
.
iud

.
iff

. . .

A I -

- O has only the trivial solution
.



I. 8 Intro to Linear Transformations
⑧

* You 're very familiar with functions from IR to IR
,

e
. g .

f Cx ) = ex
.

* It's not hard to make up functions from say
IR

"

to 1122

2 3

or
IR to IR or

. . .

domain

H " D= Is ' ' ' ] we ,
:
RE *

←

" domain

TCH I ) -

- I here T :K→lR3

- Recall : the domain of a
function is the set of

-
-

allowable inputs
.

- the codomain is a set that contains all

outputs ,
but it may be larger than the

collection of all outputs .

← domain codomain

Det A function T : IR
"

-7112
" will be called a

transformation If I is in IR
"

,
the output

-

ge
at I under T

.

The
TCI ) is called the ima

collection of all outputs ( ie .

all images ) is called

1123
the #T .

A picture lR#;! ,

Range at T

-

a not I

÷ .

image of I



Matnixtransforurafion

- . . roughly ,
these are transformations defined by

a matrix
.

Det A matrix transformation
-

is any transformation

T : IR
"

-3112
"

for which there is an mxn matrix A

Such that I
matrix vector product

TCI ) = A I

Let A = f}
-

¥ ] ,
and define Tik -31123 by

TCI ) = AI
.

Ca ) compute the image at a = [ Z ) .

teal 's

,

.
= a III 's =f

(b) Determine if 5=1?g) is in the range .

If

it is
,

find a vector I in 1122 s .

t
.

TCI ) = b-
.

b- is in the TCI ) -

- b-

has a sol .

⇐
AT =5 is

⇐
range

consistent

His I :] - - % :



So
,

I is in the range since there is

a solution
. specifically , Tf = f?z) ,

or

in other words

5=1?) is the image at I=f÷s

(c) Do you expect that every
vector in 1123 is

in the range of T ? why or why not ?

b- is in the TCI ) -

- I

has a sol .

⇐
AT =5 is

⇐
range

consistent

but . .
,

HE
.

to :÷K÷¥i÷t÷÷ :::D
so this is inconsistent whenever - zbeebztbz to

.

Thus
,

not every
vector in 423 is in the

range .D
f in the range .

For example , [ I ] is no

(d) Show that I = I Is) is NOT in the range .

could use previous part or start from beginning . .
.

t.is#s.In..-c::k...I
Inconsistent ,

so At Fb has no Sol
.

Thus
,

TLE ) - -5 has no Sol
. , so b- is not in the range .



EL Innes i gate the following matrix transformations
.

For each
,

• find the images of [ I ] and [ 7 ] .

• find the image of an arbitrary vector [ I ]
.

° try to describe the transformation

geometrically .

Ca ) T : IR
' -31122 def

. by TCI )= [ ' o -9) I
.

TCC 'd ) -

- fo 'T ] =L :]
T C [931--16.9319]=1-93
their . C '

o -9343=1 ;]

%,!¥
re !÷÷;

-

(b) S : 1122-51122 "
" SCI )= [9-6] I

S 31=[913163--19]
s 31=8131 :] -

- to ]

sexy ] ) -

- fi - 6) I YT = EE ]

÷ :* ,



Fact The matrix transformation T : IR
>

→ 1122

defined by

text .

- L: : : e

performs a rotation of IR by Q ( ccw )
.

* Notice that if -0=72 then TCF ) = [ 9 f) I
,

just like in the last example .

* This is proven in next section .

Li ¥ms

All matrix transformations have some special

properties .

Notice that if TCI ) = AI then

1- ( Itu ) = A ( Itv ) = AT c- AT = Tca ) + Tco )

and

1- ( ca ) = A = a @ u) = cTc⇒
.

* you 're see this before
. .

.

derivative rules
. . .

Definition A transformation T is called linear

if for all I
,
it in the domain of T and all scalars c

,

Li , TCF tu ) = Tca ) c- Tco )

AND

Iii ) tccu ) = a Ttu )
.

* Thus
,
all matrix transformations are linear

.

* lin . trans
. automatically hare other nice

proper ties : Tco ) = E and TC cat do ) act contd Tco )



1. 9 The Matrix of a Linear Transformation
-

we saw that matrix transformations are

linear transformation
.

We now will see

that ( perhaps sup rising ly ) every
linear

transformation can be written as a

matrix transformation
.

Let's investigate this
. . .

but first some notation :

Def ( the standard basis ) we use Ek to denote the

" t "

I ,a= )← I in k - th entry .
Os everywhere else

.

* Note that in 1123 Ez = [ I ] but in
1124 5=1! ] .

Ex T : 1122-71123 is a linear transformation
- Suppose .

Further
, suppose that you

know

TLE
, )= £} ) ,

T ( Ez ) = [¥] .

Find a formula for T ( ( Y ) ) .

We know that

° TCL
'

o ] ) = I ? )
o T ( 193 ) = [ E)



The key is that

[43--153+19] -

-

x txt ]
,

so

THE ])=T (E) t 193) ) T is linear

-

- T ( EDT THET )

=t( x. [
'

o ] )tT(y[ 93)
×T( If ]) -1 YT ( Lo, ] )

e) Tis linear

÷i¥i÷:i

Fatso ,

t¥=x
e . =E.

* so T is a matrix transformation .

theorem If T : 42
"

-542
"

is a
linear transformation

,

then T is a
matrix transformation . If A

is the matrix whose j
th column is T ( Ej )

A = [ TCE
,
) - - - T Ten ) )

,

then TCI ) = At .

* A is called the st of T
.



Define T : 1123 → 1123 by

T ( X
, , Xz , Xy ) = ( 3 x ,

- 2×3 ,
4×1 , Xi - Xz -1×3 )

T

÷÷:÷±÷atu¥ .si .

T is a linear transformation
.

Find the standard
matrix for T

.

A- = [ TCE , ) T ( Ez ) Tres ]

• TIE
, ) -

- T ( 1,0 ,
o ) = ( 3,4 , 1) =

°T( E) = T ( o , 1,0 ) = ( o
,
o
,

- l) = If ]
• T ( e5) = T ( o

,
o

, 1) = fz ,
o , 1) = [To ]

Thus
, so TCI ) -

- I? ! -

1) I .

one - to - one and onto
-

Det Let T : IR " -71km
.

① we say T is onto IR
"

if the range of T is

all of CRM
,

i.e
.

if T (E) =I has a Sol .

for every

b- in IR
"

.

② we say T is if every b- in IR
"

is the

image at at most one I in IR
"

,
i.e

.

if ⇐ ) Fb has

at most one solution for every 5 in 112 ?



Apictue

Domain codomain codomain

Not onto Not one - to - one

codomain codomain

-

Onto one - to - one

( but maybe not onto )

For linear transformations
, being onto or one - to -

one

can be investigated in terms of the standard

matrix
.

theorem Let T : IR
"

→ IR
"

be a linear transformation
,

and let A be the standard matrix for T
.

① T maps on to 1km if and only if

kecolwnnSafA#anlRm ( A has a pivot in every row )

② T is one - to - one if and only if

thecolumnsatAareliuarlyindepende
( A has a pivot in every column )



Exploring ① : A * =5 has a
solution for every

b-

⇒ columns at A span IRM

Exploring ② : AI -5 has at most one
solution

for every b- ⇒ AI -
-
J has at most one so !

also
,

if A 5=5 has 2 so I .

it and I then

if
a

:c
.

÷
,

t

F A 5=5 has at most one
Sol ,

for all b-

⇐ A 5=8 has at most one
so ) .

⇒ cot .

at A one
lion

.

incl
.

EI Define T : 1123 → 1123 by

T ( X
, , Xz , Xy ) = ( 3 x ,

- 2×3 ,
4×1 , Xi - Xz -1×3 )

show
that T is one - to - one and onto 1123

.

① Let's find the standard matrix for T
.

From a previous ex
. ,

the standard matrix is

A- [YI ? ) so Text -

- III -

1) I .

② we now use the theorem
.

a- too E 's :D .



o pivot in every now ⇒ Col
. span IR

's
# on to 1123

• pivot in every Col # col .
are t

.
I

.

⇐ one-to-one

EI Define T : IR
"

→ 1123 by

T ( Xi , Xz , Xz , Xy ) = ( X ,
- Xz - Xy , 3×1

- 3×2+4×3 +8×4
,
2x , -2×2+2×3 t5xy)

(a) Show that T is onto 1123 but not one - to - one
.

(b) Find two vectors whose image under T is [ ! )
.

(a) ① Let's find the standard matrix for T

Tt , )= (I]
tier . E 's ] ⇒ A- II :{ I
Tres ) ' II )

⇒ TCI ) = AT
Tle 4) = [

'

og]
② use tee theorem : A - [ 'g- toooo

, ]
g

pivot in every now ⇒ cot
. span

1R3¥ont
NOT a pivot in every cot ⇒ cols

.

are L not one-to-one
1in

. dep .



(b) Solve TCI ) = I } ) ( and we know this is con silent

since Tis onto 1123 )

1- (5) = A- I = I } ]

I El 's] - - too:&
X
,

s * I :{
" "

"

⇒ * = (g) es )Xz =

Xy = I

Thes
,

we get 2 Sol
. choosing 5=0

,
s = I

112
"

1,23

¥H
E Explain why a

linear transformation 1123 → 1125

can not be onto 1125 .

The matrix for T is 5×3
.

Thus
,

there are at

most 3 pivots ,
so there cannot be a pivot in

every row .

This T is not onto 1125 by the theorem
.

EI Explain why a
linear transformation 112%1122

can not be one -
to - one

The matrix for T is 2×3 Thus
,

there are at

most 2 pivots ,
so there cannot be a pivot in

every
column

-

Thes T is not one
- to - one by the theorem

.


