
2. I Matrix Operations
#

Additionandscalarmultiplication
by example .

. .

A -

- f 's 308 ] ,
B -

- [ If I ]
,

e -

- f 's ] ,
D -

- L 's ]
a

→
✓ 2×3 2×1

1×2

# rows x # co ( s

5
• At D= [ 8g , § ] a -313=17 ! I } § )

° A - 313--1? } I } ! ) . At C is - defined

• c f- D

* Addition / subtraction is only defined for matrices

of the sane .

* For scalar multiplication , you multiply every

entry by the scalar

* Two matrices are equal if and only if

they have the same dimensions and same

corresponding entries
,



Matrixmultiplication

Recall : we know how to multiply a
matrix by a

vector
.

I ? is ] . f ;] -

- 4374173 -

- f ? ]
2×2 - 2x /

-

Det If A is

mTs¥hwiD= [ I ,
5

,

- -
- top ]

then

AB = [ Abi Abi - -
- Atop ]

.

L

AB is m xp .

* I.e . colj ( A- B) = A . colj CB )

let A = [ z - I ] ,
B -

- fi , 393)
2x Z

2x 3

A [ 4) = f - I? )
#!

Al !] -

- I
?÷} }⇒AB=fIIo'

A f - 3) = [
B BA is not defined
•

2×32×2

It equal

* A side : why define matrix malt
.

this way ?

Thinking of the transformations Tact ) = AI

and T.CI ) = BI
, then Ta # CI ) ) = TAB CI )

.



Another view of multiplication

let A- = [ z - I ] , 13=[43-03]

A. D= [¥ : }- a. 3) entry comes from

6 - 3 row I of A and cool 3 of B

[
3.2+2 C - l )

comments
-

① colj LAB ) = A - colj CB )

② row i ( AB ) = row , A . B f
this repr . a

dot product .

③ ( i , j ) entry of AB is row i CA) - Col j CB )

- 2 I

Let A = ( s o ) ,
B = [ I , I , { -

to ]
5 - 2

O - I 4 2

a . -

- fi :o) - ta : : :3 -

- L: : : I
,zx#7

would be
3×2

- 3×4
match

Propertiesofmatnixarithne.fi#
Many familiar properties are true : read Theorem l

,
2

Pg .

95
,
99

.

For example

• A ( Btc ) = ABT A C
.



Det In is the nxn matrix with l 's on the main

diagonal and O 's everywhere else
.

In -

- [ j .? )

* e. g. Is = [8%9]

* In is called the identity matrix

* The zeromatrix is the matrix with alt zeros
.

* Notice that if A is mxn , then

Im . A = A and A - In = A
.

But some
" familiar

" properties fail
.

⇐ let A- l ; :] B -

- f : :] c- - [ % I ]

AB -

- [ '

s
's ] Ac -

- L 's 's ]
Thus

, AB = Ac but B # C
.

B l

•
So

,
in gerereral , you can Not cancel

.

Also
,

AB = f 's I ] and BA - [ ! I ]

Boo so
,

in general ,
ABF BA !



Powers of a matrix
-

Det Ak = A - A -
- - - A

-

K - times

⇐ If A -

- [§oj§ ] ,
then AZ =L! :O ! ) , As =L! ! § ] .

* A # 0 but A- 3=0 ! !
I zero matrix

•
It's possible that At O

,
Bt O but AB -

- O
.

Transposeofamatrix

Det If A is mxn
,

then the transpose of A
,

denoted

AT
,

is the nxm matrix where

row ; ( AT ) = coli ( A )

* inter change rows and columns

EI If A- = f! } ) ,
B -

- fi & ] ,
then

At -

- fi ; 's ] B'
-

=L ; :]

Theory CAT )T= A fat B) T= Att BT CA BT = BT AT
l l



2. 2 Inverse of a matrix

-

Q : How would you solve

Sx -

- 7 ⇒ ¥5 - x -
- f - 7 ⇒ x - E

5-
'

- 5x= 5 ! 7
= =

Q : can we apply a similar method to solve AI -
- b ?

For example ,

G. 4.3. * = .

Det Let A be nxn .

If there exists a
matrix A

"

- I

such that A. A-
'

= In and A-
'

- A -

- In ,
then we

say
that A is in#e .

* If A is invertible ,
there is only one possible

choice for A
- l

.

* we call A
' ' the inverse

of A
.

* note that A is the inverse of A-
'

.

Q : so how can we determine if a matrix is invertible ?

Q : if A is invertible
,

how do we find A
- l?



when A is 2×2
#

Let A- = [ I bd ) .

Then A
"

( if it exists ) has the

property

A-
'
A- = In and A - A-

'
= In

.

So
,

if a potential A-
'

drops from the sky
,

we

just check if it works
.

Look up !

let B=a÷ [ I - i ] .

Now ,

B. A=a Edc
- ba ][ II ]

is

similarly

A. B = Iz
.

Thus B = A
' '

.

=

✓

Def If A- = [ I be,] ,
then def A -- ad -

bc is called

the deant of A
.

theorem Let A- = [ I I ] .

① If def A # 0
,

then A-
'

= delta -

'

ab ] .

② If def A = 0
, then A is not invertible . ( A "

DNE )
=



EI Find the inverse of A- [ I ! ) and use it to

solve [ 34 , ] . * =L?] .

• Iet A = 18 - 20 = - z ← so A-
' exists

①

° a-
' f : :3 : El : - it .

② I 's :3 . -

- ⇒ Is :3 't :3 . -
- f. II

"

⇒ I. * =L's's ⇒ 13
.]

Properties osmium ,

⇒ *
- ←

so A) B-
'

exist
.

theorem Assure A
, B one

invertible .

can CA
' '

)
- '

= A

(b) ( AB )
- '

= B-
' A-

'
c-

but this may be different than H'
'

B
- I

ca (At )
"

- FA
'

'T

pfotlbl

Let c= B-
'
A

' '
.

Then ABC = ABB
' '

A' ' = AIA
' '

= AA
"

-
- I

.

Also ,
CAB = B-

' A' ' AB = B-
'
IB = B-

'

B. = I
. is

when A is nxh

#

HO



05 – Matrix Inverses
Definition: Elementary Matrix

An elementary matrix a matrix obtained by performing a single elementary row operation on the
identity I.

1. Determine if each of the following are elementary matrices.

(a)

2

4
0 0 1
0 1 0
1 0 0

3

5

(b)

2

4
1 0 0
0 3 0
0 0 1

3

5

(c)

2

4
1 0 0
0 1 3
0 0 1

3

5

(d)

2

4
0 2 0
1 0 0
0 0 1

3

5

(e)

2

4
1 2 0

�2 3 0
1
2 3 0

3

5

(f)

2

664

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

3

775

2. Let E =

2

4
1 0 0
0 1 3
0 0 1

3

5 and let A =

2

4
a11 a12 a13
a21 a22 a23
a31 a32 a33

3

5. Compute EA. What do you notice?

Theorem

Let A be m⇥ n. If ⇢ is an elementary row operation and E = ⇢(I) is the corresponding elementary
matrix, then ⇢(A) = EA. Moreover, E is invertible with E�1 = ⇢�1(I).

1

⑤ r ,←rz Ng need 2 ops

No cot
.

of zeros
-

rz -73 rzerz
Ng need 2 ops

i.
Eat : : :* : :÷÷÷I=l:÷÷a:÷ : :÷ ;D

malt .
A by E performs the row operation

associated to E



Theorem

Let A be an n ⇥ n matrix. Then A is invertible if and only if its RREF is In, and this happens if
and only if A is a product of elementary matrices. Further, when A is invertible, any sequence of
row operations that transforms A to In will also transform In to A�1.

Theorem: Algorithm for finding A�1

If A is n⇥ n, row reduce the augmented matrix
⇥
A | In

⇤
to RREF.

• If the RREF of
⇥
A | In

⇤
is
⇥
In | B

⇤
, then A is invertible, and B = A�1.

• If the RREF of
⇥
A | In

⇤
is
⇥
“not In” | B

⇤
, then A is not invertible.

3. Find the inverse of A, if it exists.

(a)

2

4
0 0 1
2 1 0
1 0 0

3

5

(b)

2

4
0 3 0
2 1 0
1 0 0

3

5

(c)

2

4
0 1 2
1 0 3
4 �3 8

3

5

(d)

2

4
0 1 �1
1 0 1
4 �3 7

3

5

2

r

l: : :L : :%i÷÷÷ ,
I
ptidea

I o A invertible

y 's:& ! ! so -i ⇒ a
is .

I

⇒ A has pivot in

every row tool .

a .÷÷÷÷÷÷÷
.

l ! .is?lI9o&ffE;:..l ! :& ] ⇒ a- hen . - re
.

( although
A En -

- - E
,

= In

should also be

too :* :# H 's :¥÷÷Ho%&h÷÷⇒ mad
.

T T
tis :L : :÷H÷÷t÷÷H÷÷l÷÷

←
A -1 Iz soA"Dr



2.3 characterizations of Invertible Matrices
⑧

Inner tibe Matrix Theorem Let A be a square nxn matrix
.

- .

Then the following are equivalent ,

a
.

A is invertible

b
.

Are In

c
.

A has n pivots

d. A 5=5 has only the trivial so I
.

e. columns of A one linearly independent

f
.

The transformation TCI ) = AI is one - to - one
.

J ' AT =D is consistent for every
choice of 5

h
. The columns of A span IR

"

i
. The transformation TCI ) - AE is onto

j .
There is an nxn matrix C s.t.CA = In

at inner
,÷

,

" " s -
t

-
AD - In



2. 8 Subspaces of IR
"

⑧

Idea '

.
There are two main operations an IR

"

: addition

+ scalar multiplication . Subspaces will be subsets

that carry
these sane operations

.

Det A subspace at IR
"

is
any

set It in IR
"

that

has three properties :

I
.

I is in IR "

closed
under addition > z

.
For each a- and T in H

, Itv is also in H
.

Closed under
-33

.

For each a- in H and each scalar c

,
cut is also in H .

Scalar malt
.

Ey Let L be any
line through the origin in IR

"

.

Then

L is a subspace .

.

Idea :
- L

l
.

I :] is on L

a-
2

. I 1- I is an L for all a- ,
F on L

# z ,
c a- is on

L for all a- on
L÷

Ee If L
'

is a line not through the origin ,
then L

'

is not a subspace .

Eg '

Idea : .

L

-

i
'

l
.

I :] is Not on L
'

Itv -
' "

'

ut
z

. I + I is NOT on L
'

/# 3 .
za is NOT on L

'

al -
-

-

J



Let treat the first example carefully . Suppose L is

a line through the origin .

Let T be any nonzero

vector on L
.

Then L = span 953 .

EI If it is in IR
"

,
then span to } is a subspace of IR ?

Recall : span { it } is all linear combinations of T
.

I
.

E is in spam 903 b/c I = O - T

Z
.

Let 5,5 be in Span { E3
.

Then a- = C
,
I

,
5=40 .

Thus

a- tb = got azt = ⇐ t Cz ) J ⇒ Itb is a tin .
comb

.

off

⇒ Itb is in spam 9T }

3
.

Let a- be in span 953
.

Then I = Civ .

Let a beamy

scalar
.
Thus

,

c. a- = c @ it ) -

- ( cc ,) J ⇒ cot is a
1in .

comb .

off

⇒ cat is in spam 903
.

Thus span 953 is a subspace of IR "

theorem If I
, .

. . . .TK are in IR
"

.

Then Span { I , . . - TUK }
-

-

is always a subspace of IR
"

.

L All 1in
.
comb

.

of J
, ,

. - i IVI

* This implies that lives and planes through the

origin are always sub spaces .



subspaceassociatedtoamatrITkcoluu.in
space

of ADet Let A be any
matrix

.

-

is the set
,
denoted Col A ,

of all linear comb
.

of

the columns of A
.

* Col A = Span { a-
, .

. . . ,
E

,
3 where I

, ,
. . . ,aT are

the

columns of A
.

Thus
,

BE Col A is a subspace of Rm
.

•
-

Exe Let A - f If ) . Determine if ( I ] is in Col A
.

[ ! ) is in Col A ⇒ { ! ) is a linear
.

comb
.

of cols
.

of A

⇐ I :}
'

I :{ / ! ) is consistent

Now
,

←
inconsistent

t.IE It . .

- L's :{ I :D sore

(1) is NOT in Col A

Det Let A- be any
matrix

.

The nul of A is

the set
,

denoted Nut A
,
of all solutions to A 5=8

.

theorem If A is mxn
,
then Nul A is a subspace of IR

"

.

\ Rt
r

i{ /

o J is in Nul A since AJ = I

$



° Let 5,5 be in Nul A
.

We want to show Itb is

in Nul A
.

Now

|

" " " '

÷ !¥¥¥ since ⇒ " " ' it
.

Thus
,

a- Ib satisfies the prop .

for being in Nul A
.

° Similarly ,
if a- is in Na IA and c is any

scalar
,

then A Ccs ) = CAI = co = I
,

so
cat is in Nulth

.

D

Bases : describing sub spaces efficiently
-

Recalling The standard basis for 1123 is 5 , Ez , Is . This

is useful
,
b/c if I = (& ] is any

vector in
1123 then

• it is a liar
.

comb
.

at E
, , EJ ,

ET

KI -

- et :S . let :D
SO

I = a E
,
t bei t cej .

° also
,
T is a linear comb

.

of E
, ,eT , EJ in

only one way - so it is efficient
.



Det Let It be a subspace .

A subset of It

is called a basis for It if

① the subset spans H
, ANI

② the subset is linearly independent
.

nonzero

* It can be shown that every pace of IRN

has a
basis with only finitely may

vectors
.

Ey which at the following are bases for 1123
.

• Not a pivot in every

Col
.

⇒ free war .

" I 'd fi :# II : ⇒ ⇒ * . noo
• Not a pivot in every

row ⇒ cols
.
do Not

spam 1123

" II)f⇒§ ) - I:O %)
e- "

"

④
o Pivot in every row

⇒ cols span
1123

" ' fill? .)
"

e :
÷ . .

④

" " III. fad
. " " ⇒

Findings

H All .



06 – Null and Column Spaces
Definition: Null Space

The null space of a matrix A, is the set of all solutions to Ax = 0.

Strategy: Basis for NulA

Let A be any matrix. To find a basis for NulA, do the following.

• Solve Ax = 0 (usually with row reduction).

• Write the solution set in parametric vector form (using the process from class).

• The vectors appearing in the parametric vector form are a basis for NulA.

1. Find a basis for the null space of the following matrix.

A =

2

664

1 4 8 �3 �7
�1 2 7 3 4
�2 2 9 5 5
3 6 9 �5 �2

3

775

You can use the fact that

A ⇠

2

664

1 0 �2 0 7
0 2 5 0 �1
0 0 0 1 4
0 0 0 0 0

3

775 .

1

9 T xz T
xs

Op
O

X ,
= 2×3 - 7×5

A- (
"

ooo
9g

.

{ Ig) ⇒ x. = - shootkiss
= 43 free

Xy
=

- Xs

E- +5 free

pg
.

number of
vectors

in a
basis for

2 s - 7- t

* I'
" "

s :
"

.
- s * I 1 :

nuns .

Basis for Naia is {f÷g,g÷
TIE .

" s

[
dimension 2



Definition: Column Space

The column space of a matrix A, is the set of all linear combinations of the columns of A.

Strategy: Basis for ColA

Let A be any matrix. To find a basis for ColA, do the following.

• Row reduce A to REF, and locate the pivots.

• The columns of the original matrix A that correspond to the pivots form a basis for ColA.

2. Find a basis for the column space of the matrix in the previous exercise.

Strategy: Basis for Span{v1, . . . ,vk}

Make a matrix A using v1, . . . ,vk as the columns, so A =
⇥
v1 · · · vk

⇤
. Then find a basis for ColA.

3. Find a basis for the subspace of R3 spanned by

2

4
�1
�2
1

3

5,

2

4
2
4

�2

3

5,

2

4
3
9

�6

3

5.

2

Basis for co IA is {f÷],¥],f]€
[ dimension 3

create A = I I }
.
] .

- -

A ~ & §)
.

Thus
,

a
basis for

span { tis . III. 1.133 is {if
- . .

So the second vector is

redundant
,
which is easy to see

.



2.9Dimensionf.ro#
This section mostly introduces terminology related

to bases
.

Note : subspaces have lots of different bases
.

For example ,

we have seen that both of

the following are bases for

1123%1%11913
- all .:H÷H :D

But , they have one thing in common . .
.

non Zero

Theorem I f H is a pace
of IR

"

,
then every

-

basis for H has the same
number of vectors

.

-

The dimension
of a nonzero subspace H

Det
-

is the number of vectors in a basis for H .

The

dimension of 253 is 0
.

T has no
basis

* dimension of H is denoted dim H

* If A is a
matrix ,

• dim ( Col A ) is called there of A

called the nullity of A
.

•
dim ( Nal A) is

-



EI Determine the dimension of each of the following .

Ca ) 1123

5 ie , E3 is a basis for 1123 so dim 4123 ) = ③

(b) 112
"

ET , ET ,
. .

.

,
Eu is a

basis for IR
"

,
so dim ( IR

"

) = n

g cola ) where A =

'

I ÷'s )

anti :* : ⇒ is .

⇒ dim ( Col CA ) ) = rank A- =③

(d) Nul A where A is as a bore
.

an - l :÷÷,

÷÷÷i÷
"

. t.si :3

⇒ basis for Nut A is { [ ! ) }
⇒ dim ( Nu IA ) = nullity A =D



cel H -

- span { III. III. 1.133

* we did this before
. . .

I
create a- f÷ ! !) .

An 1381
.

⇒ basis for It is { fi ! ] , [ I ] }
=) dim H -

- D2 .

theorem Let A be mxn .

Assume the RR EF for

A has p many pivots .

① rank A = p

② nullity A- = n - p ← * free var .

= # var
.

-
# not free var .

in AE = E

1-7 ③ rank At nullity A = n
.

Rank - Nullify Theorem


