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Let T : IR
>

→ IR
'

be reflection over the y - axis
.

ED 133
Oe T G¥ee # •

•

Q : what are some special sub spaces associated to T ?

* the y-axis : if it is on the y axis then T ( T ) -

- J .

* the x-axis : if J is outre x. axis then Tco ) = - J -

Det Let Tick - sik be a
linear trains .

A scalar d is

called an eigenvalue of T if TCI ) = XI has

a nontrivial solution .

Each non trivial solution to

TCI ) = DI is called an eir associated to d
.

The collection of all solutions to TCI ) =D I is

€

called the eigenspae of T associated to d
,
which

we denote Ea ( T ) .

* eigenvectors are nonzero but eigenvalues may be zero
.

* eigenvectors are those that are just scaled by T
.

Ee Let T : 422-71122 be refl
.

over the y-axis .

• D= I is an eigenvalue b/c TLE ) -

- I has

non trivial Sol
.

- [ 5 ] is an eigenvector assoc .

to D= I
, b/c

1- (CST) -

- [ g)

- E
,
CT ) is the collection of all vectors at the

farm [ 8) ,
b in IR

.



° c) = - l is an eigenvalue
- [ so ] is an eigenvector assoc .

to D= - l b/c TIED )
.

- E
,
CT ) is the collection of all vectors at the

firm [ 8) ,
a ink

.

• There are no
other eigenvalues ( or eigenvectors )

- [ I ] is not an eigenvector b/c TCC :3 ) -

- f ! ] # df ! ]

for any
d

.

Remember that tin
.

trans
.

can be represented

by matrices
.

Let's translate our def
.

to matrices
.

.
.

Det let Abe nxn
.

A scalar d is an ei of

A if AI = AI has a nontrivial solution
.

Each

won trivial so I
.

to A- I =D 5 is called an eigenvector

associated to d ; the collection of all solutions

to AI -
-
XI is the eigen space-

Ee let A = [ I ? ] .

Ca ) Is v- = [ '

o ] an eigenvector of A ?

At = [ I ] but [ I ] # d [
'

o ] for any
X

.

Thus

(b) Is w- = I ? ] an eigenvector of A ?

As = [ '

f ) = S - [7) = 55
.

Thus
,

5 is an

eigenvector assoc .

to

the eaS .



Props Let A be nxn and d be any
scalar

.

• X is an eigenvalue of A ⇐ ( A - XI ) 5=5 has a
nontrivial

solution

• the eigenvectors associated X are precisely the nontrivial

solutions to ( A - XI ) I = I

• If d is an eigenvalue ,

then E
,
(A) = Nul ( A - DI ) .

Thus eigen spaces are subspaces .

At
AT = XT ⇐ AT - do = J ⇒ At - DIE = -0 ⇒ ( A - DI ) f

-

- E
D

Let a- =L! ! ! ! ) .

(a) Show that D= 4 is an eigenvalue and find

a basis for Ey (A) .

a- * =L: : :& .tt:÷÷÷t .

we now solve CA - 4 I )I = I

i :÷÷ :L :Hi÷ :L:L :÷÷÷÷÷÷
:



I -

-
ftp.?)--s/I)ttf&o ) stink

• since (A - 4 I ) 5=5 has nontrivial so I
. ,

4 is an

eigenvalue of A

• A basis for Ea
,
CA) is { I}o ] , 1! )} so dim Ea

,
Ca) -

- 2

o just for fun
. .

.

A - f!) -

- I:}) -

- 41})

that 3 is not an eigenvalue of A .

" "

* ⇐ =

now
solve CA -3 I ) 5=8

no free variables
←

So only the

① trivial solution

l:O :÷ :L :H :*. * .

• There is only the trivial so I , so 3 is not an

eigenvalue at A
.



5.2thechanacteristicezuation.n.ve
have a geometric idea of eigenvectors and values

.

- - - we know how to find eigenvalues once we know the

eigenvalues

Q ? How do we find the eigenvalues ?

We know that
. . .

A is an eigenvalue ⇐ (A - XI )I=o has nontrivial

of A solutions

§
invertible
matrix

theorem -

⇒ ( A - XI ) is not set . 2.3

invertible

⇐ det ( A - DI ) -

- O

Det Let A be nxn
.

The attic
at

A is

def ( A - DI ) -
- O

.

* Pcd ) -

- def ( A - DI ) is the chstymi !

* pcd ) will hone degree n
.

EI Let A- = [ II ] .
Find the char

.
poly of A -

Pcd ) -

- dat ( A - KI ) - dat ( III ] - L! :]

= def [ I " I ,] = ( z - at -49=42-44 - 45



Thus
,

pcN=E-4d

theorem The eigenvalues of A one exactly the roots

of the characteristic polynomial of A i
- e .

the solutions to the char
. equation ) .

(

EI Find the eigenvalues of each matrix
.

① a- = [3-7]

char
. poly is pcd ) -

d2 - 4 d - 45=42 - 9) ( at 5)

eigenvalues are d=

① B -
- LI .EE] .

char poly is p ( d) = det ( B - DI )

-

- ah It :& :D
-

- I '

Eat
= ( 3- d) C- 5- H3 - d )

eigenvalues are 3,3550
a multiplicity of 3 is 2



theorem If A is an upper or lower triangular nxn

matrix
,

then the eigenvalues of A are precisely
the entries on the main diagonal .

Similarity

Det Let A
,
B be nxn .

Then A is similar to B

if there is an invertible matrix P such that

B =p
- '

Ap

* This is the same as A = P B P
"

= (p
- ' l

"

B P

SO A simi liar to B ⇒ Be similar to A
.

Prof ( similar matrices are very similar )
.

Let A ,B

be similar nxn matrices
.

Then

① def A = def B

② A is invertible ⇐ B is invertible

③ A and B have the same
char .

poly .

Thus
,

they hone the same eigenvalues
with the same

multiplicities .

Pet write B -
- P'

'

AP for sore invertible matrix P
.

① det B = def ( p
- tap )= det P

"
.
det A - def p

= det-A.de
def P

= dat A
.



②
ppg ( d) = det ( B - d I )

= def ( P
- '
A P - XI )

= det ( p - '
A P - xp

- '

p )
= det @ " ( AP - xp ) ]
= det [ P - '

( A - AI ) P ]
= det ( A - d II
=

pack ) .

Bf Row operations usually do change eigenvalues ,

but similarity does not
.



5 .3Diagonalizati#

Thinking about powers of a matrix
. . .

2- diagonal matrix
7 7Q : Let D= [ 89 ] .

what is D
.

iii. Kiss : :3 -
- - F÷IIIatg

-

- LEI . ] -
- LET ]

* so Dk is easy to compute if D is diagonal .

Q : Let A- = [ ?
-

to ] .

what is A
>
?

at . [3%3131] . . .

However ,
it is true that A is similar to a

diagonal matrix :

A- =P Dpt where

D= [ I ? ]
" f : :3

,

' 't :]
Notice that

At = ( Pop
' '

)
?

=p D DpYPDP -
.

.

= p Dtp ' '

246 - 128

I - ITm "
a- = f : :X : ' Iii ]

= ( III , I ] not so bad



It so
,

A
"

is pretty easy to compute if

A- is similar to a diagonal matrix

Prot If A =P Dp
"

,
then A

"

=P D
"

p
'

!

Det A matrix is diable if it is

similar to a diagonal matrix
.

Q '

. It seems valuable to know if a matrix

is diagonal izable
,

but how can
we determine

this ?

Suppose A =P D P
"

where D= [ I ' '

. In ] .

Then

AP = PD

Let's compare
columns at LHS and R H S

.

write P = [ ie ,
- - - Jn ]

.

AP = [ AT Avi - -
- Aon ]

P D= ( pl!
'

] Pl!" ] . .
. PL!) )

= [ d , I datz - -
- dnt ]

Thus AT ,
=D

,

-4 ,
AUT =dzTz

, . . . ,
Ain =dnVT

Whoa
. . .

the entries at Dane eigenvalues of A

and the columns at P ane assoc
. eigenvectors !



DiagonalizationTheore# Let Abe nxn
.

Then A is diagonalize able if and only if

A has n linearly independent eigenvectors
.

Further
,
if it , - . . ,

Jn one tin
.

in d
. eigenvectors

corresponding to the eigenvalues di
,

. . .

,
du

,

then A -

- PDP
"

where

D= [ I , Tz - . . Ju ]

* [ is .

.

EI Diagonalize the following if possible .

in a -

- f ! ! ? ] an B -

- f! :& ]
malt

.

2

d

(A) A is loner D
,

so eigenvalues are d

④ II E. CA ) -

- NIA - I ) -

- Nal ( 1%98 ] )

% : .
⇒ * Is titled

A Basis for E. CA ) is { [ Ib ) , [§ ) }
I thus we have 2 L

-
I

.

eigenvectors so far



⑤ XI

Ez ( A) = Nul ( A - ZI ) = Nul ( [ too ! ) )

is :÷l :] .
* lost.sc :3

A Basis for Ez CA ) is { { I ] }

⑦ Let's try to combine our bases

{(Ib) , f! ) , II ) ) is easily seen to be LI
.

& This combining process always yields a
L

.
I

.

set
.

A is 3×3
,

and we
found 3 L

-

I
- eigenvectors .

Thus
,

A is diagonal iz able as A = PDP
' '

with

P=[
"

I ! I ] and
D= [& ! ?]



(b) Eigenvalues at Bane again 4=1,2

⑦ E. ( B) = Nal ( B - I ) = Nut ( (§ § § ) )

i : : " :3 .
* ii. si :]

A basis for E
,
CB ) is { {%) }

⑦ Ez CB ) = Nut ( B - ZI ) = Nal ( (I
'

§ ) )

" ÷ :L :] . It :3 a- East :3 .

A basis for Ez ( B ) is { {§ ) } .

④ There are at most 2 L
.

I
. eigenvectors - one

from E
,
CB ) and one from Ez ( B)

.

Thus
,

B does not have 3 L
-

I
- eigenvectors ,

so B is Not Diagonal izable
.

-

Note that each eigen space contributes at least one

eigenvector so . . .

theorem Let A be nxn
.

If A has n different

eigenvalues ,
then A is diagonalize ble

.

* If A does not have n different eigenvalues ,
A may

or may
not be diagonalize able

.



EI Explain , quickly , why each of the following one

diagonal c' table
.

a- I:{ ÷ :) ' =L's :]
.

A is 4x4 and has 4 distinct eigenvalues : D= 5
, Q 'T ,

- I

°
- -

° char poly at B is I
' I , 1=4 - d) ( 4- d) - 6

= 42-5 d - 2

quad .

formula says roots are
- 51€33 ,

so

Z

- 51=533 '

B is 2×2 and has 2 distinct eigenvalues : A =
-

- - Z


