
6o/Innerproduct,lemgth,ortho#
⑤

M°tm : suppose you are modeling a
situation

and need to solve a system A 5=5
,

but

you find out that the system is inconsistent .

what do you
do ?

option I
-

: Give up .

Option : Try to find the " best possible "

approx .

Solution -

that is
,

find an I

such that AI is a

"

close as possible
"

to b- ( even though it may
not equal 5)

.

* To do this
,

we
need to explore

" closeness "

( i.e
.

distance )
.

Innerproduct

Red hat a- =/!! ] it =

. the ingot

or
dot product

-

at it and J is

✓ a T = U ,
V
, t Uz Uz t - - i t Uh Uh

.

* notice that this can be written in terms of

matrix multiplication as

a. a- ate - can . . . . . ,

* it .
T is a ( single ) number

.



Ee let a- FI ] i = LI ] .

IoT = [ 3 - I 5 ] ) = o - 7 - to = - 17

J . I = [07-2] [ I ] = o - t - to = -17

iron = f- 372 + f- c) Ze (5)
'

= 9 t It 25 = 35

theorem ( prop .

of the inner prod . )

① it . J = J . it

② ( int f) a w = t.co c- Jo To

③ ( ca ) . I = a ( ii. 5)

④ LT . I 30 and I . I = o ⇐ I = E
.

Lemgth&Dista#

✓ = [ I
!g÷#gµ

, view
works in higher dimension too

÷

Det the length ( or more ) of T
,

denoted Holl
,
is

Hill - FA = TEETER

* now : i. o - you
.

-
"

* Herk -

- oh - Hell



Det we say it is a unit vector if Holt -

- I
.

Fact ¥ . J is always a unit vector in the same dir
.

as T
.

a-

Bet The dist b/w T and J
,
denoted dist Cai )

, is

dis tea ,
E) = Hit - th -

- #( u ,
- wife @ z

- Vz ) 't - - - t @ u
- Un)

-

E- =l÷:] a

Ee let it = {
'

z) ,
w- = %) .

① Find dis th
, =) .

② Find a unit vector
,
I

,

in same direction as J
.

③ Graph J
,
J

,
I

.

-

@distCo.w ) = HE - 54=11 LI
,] It = Fei '

=

② a = ¥ ' T
.

* HE K¥+4 = 514'
.

* Note that

③

* a- ÷ - I " " ' :

2-

= 9

A rum ?

X length
length I



Othogonality ( i. e - perpendicularity )
-

we start by looking at the angle b/w two vectors
.

Tr #i
By the law of cosines : I = a

> tb
'

- Lab cos 0

This
,

11T -
THE Hill 't 115112 - 211 all Hull . cos O .

=

Also
,

= Lu - T ) - ( T - J ) ) dist
.

and comm .

-

= it . I - 25 . J t Jo J

= 115112 - 25.5 THEIR

combining these
,

- 2 ii. I = - 21151111511 cos a

IoT = Hall . Hill cos O



They I f- O is the angle b/w I and J
,
then

-4 . J = Hui Il . HT 11 . cos O
.

are orthogonal if I . J = 0
.

Det we say it and J
-

* this means
that the ( smallest ) angle b/w .

there is 900
.

L Let it = f? ]
Ca ) show that I = { I

, ] is not orthog .

to T

T . I = I €0

(b) Find three different vectors in 1123 that are orthog .

to J
.

How many possible answers are there ?

want it
,

s .

t
.

it . I = o
.

write a- = II ;]

LT o J =
3 u ,

t Uz t 43
= 0

possible answers : I = fog ) , ) , f?z) ' " '

Det If W is a subspace of IR
"

,
then wt is

the collection of all vectors that are ortho g .

to every vector in W
.

Wt is called the

orthogonal complement of W
.

-

n w

Picture /

-

wt

- t



theorem het w be a subspace of IR
"

.

① wt is a
sub space of IR

"

.

② If W = span { I
, i - - -

, ok } ,
then

J is in
Wt # J is ortho g .

to To
, , 52 , - . . ,

and 5k .



6.20rthogonals.ee#

Det A set of vectors { a . . . . . ,
Tia } is an orthogonal

if each pair
of ( distinct ) vectors is orthogonal .

If

{ Ti i - - -

, Tia } is an orthogonal set Are all vectors are

an
orthonormal set

.

unit vectors
,

then it is called -

EI het a
,

= [
'

y ;] ,

a
,

= [ I ] ,
a

,
= f-

'

y ) .
verify

that ⇐ ,
UI ,

it
, } is an orthogonal set

.

Lt
, OUT = - Z t 4/3 t I = O

Ti
,
out

,
= - I

- 4/3 t Zz =

OUT
. a-

z

= 2 - 16 t 14 = 0

* Note that this is not an
orthonormal set b/c

Huth -

- Fits * I
.

* However ,
{ E

, , ET , E3 ) is an
orthonormal subset of IR?

theorem ( ortho g.
⇒ L -

I
. ) If { 5 , i - - . , Tia } is an ont hog .

Set of nonzeirom vectors in IR
"

,
then it is automatically

1in
. independent .

Ft suppose c ,
I
, + quiet . . - t Ce UI = 5

.

we must show

that c
,

= 0
,

Cz
-

- O
,

. . .

, Ck = 0
.

First
,

( CiU , t . . . t C
,
a e) at

,
= J o Er

,

c ,
lui

,
. it

, )t .
. . t Ck ( UI act , ) = O



Z

C
,
Hit

,
Ht Ot - - it 0 = 0

Since I
,

to
,

Itu , 1140 ,
so

Next
,

( C ,
-4 it Cz UJ t - -

. t Ck UI ) . Jez = I . UT

⇒ C
, fu , ociz ) t Cz ( uizactz ) t . - - t Ck # • Uj ) = O

L

⇒ o t Cz 114211 t Ot -
- it 0 =

0--7
Continuing in this fashion

,

we find that all ei - o
. pg

The idea in the previous proof leads to another concept .

Projections L is a
line

I = span { a }
.

'

a

'

Notice that
• I # I is the

closest point
want y- = a- Tb where

on L toy

* a- is in L
AND

* I and I are orthogonal

Idea ! a- = ( length of E) . ⇐ ,
- T )
T unit vector in din

.

at a

so what is the length of I ?

Hall

⇒
- cosa .

a , ,

⇒ " all -

-

' I



Thus
,

a- = III. fun . o - - a

Also
,

note that I = I - I
,

so once we know

a-
,

we can
find b-

.

Det ( projection onto a
line ) If L = Span { a }

-

for T t O
,

then we
define

a- = projny-YIo.E.it

This is called the airport at Tyontol

( or on to T )
.

* pro jay is the actor on L that is closest toy .

Ee het I = [ ? ] and L -
- span If :] }

.

It

can Find projhy . I

(b) write Ty = a- Fb where
.

* I is in L

ANIL

* { a- 153 is an orthogonal set
.

ca '
prajna a = :It÷ . I :] -

- E - I :] -

- LI :]

(b) Let ]. 5-t-a-E.io#



Then
,

I = Itb and a- . I = 1.44 - 1.44=0

So { I. 53 is an ortho g.
set

.

* what if W is an arbitrary subspace ?

Can we still define pro jwy ?



6. 3 orthogonal Projections
⑧

Det Let w be a subspace at R
"

,

and let

{ Ti ,
- - - ,

Ok } be any orthogonal basis for W
.

Mme
Mr

F Then we
define

projwy = pro ja
,

'T t - - it proju
.

'T

w

I it . . - t
a

.

This is the

ortrogonalprojectionotyontow.VE
projwy gives the same

answer no matter

which orthogonal basis you
use .

⇐ Let W= Span { I
, i WT } where

a. =L ! ] ,
wi -

- II )
( al find projwy where I = [ I]
(b) Graph I ,

W
,

and projwy on Geogeb

(a) Note that 5
, , Foz are orthogonal b/c I

, out
= 0

.

Thus
, they are L

-
I

. ,
so they are an or tog .

basis

for W
. Now

,

pro jwy = pro ja
,
I t rprojuzy



I
,

• I -

= WT t Ffz: WT w
, of = 6

5
,
out

, =3

=-3 - f ! ] + III ) / Eor -

- 7

=/ ? ] + IIE )
5-5=14

-

- I :# I
(b)

Geoge.br#Theonem-(orthag

. Decamp .

Theorem ) Let W

be a subspace of IR
"

.

Then every y in IR
"

g

can be written uniquely in the form ,

I = It E iw
where I is in

W and I is in
I

.

Further

yr = projwy .

theorem ( Best Approx .

Theorem ) let w be a

subspace at IR
"

.

If I = projwy ,
then

I is the point at W closest toy ,
i.e

.

Ily - yall all F- Ill

for all 5 in W with Tty .



Gtsheastsquares
⑧

we know A- I -_ I may be inconsistent ,
but we want

a process for finding a good approximate solution .

Det I f A is mxn
and 5 is in IR

'm

,
then

squares
solution

we say
that I is a least

to AI =I if

115 - AIK E IITs - AIM

for all I in IR
"

.

* 115 - AIM is called the taster .

* I is an
actual solution if 115 - AI 11=0

.

Q : how might we
find a least squares solution ?

Idea :

• we can sole AI =D precisely when 5 is in Col A
-

o If I is not in Col A
,

then the
5=5 - AT

closest vector to 5 that is
-

in Col A is •
b

.

"

I = project A- To -

,

I

°%iIE*s*
" ' P : Ye

• form
Col A

o Picture → 0 Axe
=

-

Ax
,

• It must be that I = AF for some 6
. . .



How do we solve for f ?

• Note : I - I is orthog .

to Col A so

I - T is ortho to every
column of A

.

• write A = [ a- , of - . - In ] .
Then

a-
,
.CI - 5) =o ⇒ IT . (5-5)=0

azo ( b - T ) -

- o ⇒ ATT . ( I - 5) = o

:
I

• Thus AT - (5-5)=0
.

=) Atb - Atb = o

⇒ At -b = Atb = AT AI

Theorem
-

I is a least I is a ( honest )

squares so I .
to # solution to

AI =3 ATA 5= Atb
.

hat To find least square Sol
.

to A- 5=5
,

we

should solve AT AI = Atb
.



EI Consider the system A- 5=5 where

* f! ! ! ) . I
(a) Show that AI - -5 is inconsistent

(b) Find a least squares
solution to A 5=5

(c) What is the least squares error .

(a) The system at eq .

corresponding to AI - 5 is

× it 42=1 } = > 0=-2 ⇒ clearly inconsistent

X at Xz =3

X ,
t Xz = 8

X ,
t Xz = 2

(b) we solve ATA I = ATI

atal : : : l! :& .IE : I
a' =L : = I

solve

ti : :÷¥÷÷÷ .



All least squares sols : I = f-!) t s § ! ]
So

,
one

least squares
Sol . is

(c) Least squares error

Axn = {2¥) so

error = 115 - A- Ill - HI!) - L!)11=11JH = TEE = Fo - 4-5

Ee suppose you obtain the following data points

( o
,
z )

,
C - 3,5 ) ,

( 2,3 ) ,
( 4,12 )

and want to model the data using a quadratic

function of the form

f- ( t )= Cot at c- Cat
?

.

Find a best fit quadratic to the data using

least-squares .



f- ( o ) = z
⇒ Co t C ,

Col t Cz ( o )
-

= 2

f- C - 3) = 5 ⇒ co t C ,
C - 3) t Cz C - 3) 2=5

f- ( z ) = 3 =) Cot C ,
Cz ) t Cz ( 2 )

'
=3

f- (4) = 12 =) Co t C ,
(4) t Cz ( 412=12

so A Is
co t O C ,

t O Cz
= 2

-

co
- 3 c

,
t 9 Cz

= 5

÷ :c:
⇒ I. ÷

.

"

÷÷÷sii÷÷H÷÷÷÷s

AT 5 = §!! ) approx .

" .

÷:*
. " H : : :s÷÷÷d

'

so
,

our best fit quadratic is

fctl-l.103-o.345tto.571-FDesmos.me


