
16 – Diagonalization Theorem

Definition

A matrix A is diagonalizable if A = PDP−1 (or equivalently D = P−1AP ) for some diagonal
matrix D and some invertible matrix P .

Theorem: Diagonalization Theorem

Let A be an n× n matrix.

1. A is diagonalizable if and only if A has n linearly independent eigenvectors.

2. If A is diagonalizable and v1, . . . ,vn are linearly independent eigenvectors for A with corre-
sponding eigenvalues λ1, . . . , λn, then A = PDP−1 for

P =
[
v1 · · · vn

]
and D =

λ1 0. . .

0 λn


1. Diagonalize the following, if possible.

(a) B =

[
1 0 0
3 1 0
0 0 2

]
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(b) A =

[
1 0 0
3 2 0
0 0 1

]

Theorem

Let A be an n× n matrix. If A has n different eigenvalues, then A is diagonalizable.

2. Explain why each of the following are diagonalizable.

(a) A =

[
5 0 0
2 0 0
7 8 π

]
(b) A =

[
1 2
3 4

]
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